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3.2 Communication Theory

CHAPTER-III

RANDOM PROCESS

3.1 INTRODUCTION

Random signals are encountered in every practical communication system. Random signals,
unlike deterministic signals are unpredictable. For example, the received signal in the receiver
consists of message signal from the source, noise and interference introduced in the channel. All
these signals are random in nature, i.e. these signals are uncertain or unpredictable. These kind of
random signals cannot be analyzed using Fourier transform, as they can deal only deterministic
signals. The branch of mathematics which deals with the statistical characterization of random
signals is probability theory.

3.1.1 Basic Terms in Probability Theory

» Experiment: Any activity with an observable result is called as experiment. Examples are
rolling a die, tossing a coin or choosing a card.

» Outcome: The result of an experiment is called as outcome.

» Sample space: The set of all possible outcomes of an experiment is known as the sample
space of the experiment and is denoted by S. For example, in tossing a coin experiment, the
sample space S = {Head, Tail}

» Event: Any subset of the sample space is known as an event. For example, in tossing a coin
experiment, E = {Head} is the event that a head appears (or) E = {Tail} is the event that a
tail appears.

> Independent event: Two events are said to be independent, when the occurrence of one
event is not affected by the occurrence of other event. If A and B are independent events,
then

P(A N B)=P(A) * P(B)
» Mutually exclusive events: Two events are said to be mutually exclusive or disjoint events,

when they cannot occur simultaneously (None of the outcomes are common). If A and B are
mutually exclusive events, then

P(ANB)=0
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> Probability: It is the measure of possibility or chance that an event will occur. It is

defined as:
. ¢ E
Probability = Number of desirable outcome _E
Total number of possible outcomes S

For example, in coin tossing experiment the probability of getting “Head” is 1/2.
» Axioms of Probability:

(a) Probability of sample space is 1, 1.e. P(S)=1
(b) Probability ofan event P(E) is nonnegative real number ranges from O to 1.

0<P(E)<1
(c) Probability of the mutually exclusive events is equal to sum of their individual probability.

P(AUB)=P(A)+P(B)
If A and B are non-mutually exclusive events, then
P(AUB)=P(A)+P(B)-P(ANB)

»  Conditional Probability: The conditional probability of an event B is the probability that
the event will occur given that an event A has already occurred. It is defined as,

P(B/A)= P(ANB)
P(A)
Similarly, the conditional probability of event A given that an event B has already occurred
is given by,
P(A/B)= PANB)
P(B)

Ifthe event A and B are independent, then P(A N"B)=P(A)* P(B), then the
Conditional probability of B given A is simply P(B) as,

P(B/A) = [ P(A) * P(B)] / P(A) = P(B)
Similarly, conditional probability of A given B is simply P(A) as,

P(A/B) = [ P(A) * P(B)] / P(B) = P(A)

» Law of Total Probability: If the events A ,A ,....A be mutually exclusive, then the
probability of other event B is given by,

k
P(B)= ) P(B/A;)P(A;)
i=1
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»> Baye’s Theorem: Baye’s theorem or Baye’s rule describes the probability of an event
based on the prior knowledge ofthe related event. It is defined as:

_P(B/A;)PA;) P(B/A;)P(A;)

P(A;/B) o =—
(B) 2 PB/ADPA)
where,

P(A) - Prior probability or Marginal probability of A, as it does not takes into
account any information about B.

P(B) - Prior probability or marginal probability of B,as it does not takes into
account any information about A.

P(A/B) - Conditional probability of A given B. It is also called as posterior
probability, as it depends on the value of B

P(B/A) - Conditional probability of B given A

3.2 RANDOM VARIABLES

The outcomes ofa random experiment are not the convenient representation for mathematical
analysis. For example, ‘Head’ and ‘Tail’ in tossing the coin experiment.It will be convenient, if we
assign a number or a range of values to the outcomes of a random experiment. For example, a
‘Head’ corresponds to 1 and a ‘Tail’corresponds to 0.

A random variable is defined as a process of mapping the sample space Q to the set
of real numbers. In other words, a random variable is an assignment of real numbers to
the outcomes of a random experiment as shown in Figure 3.1.Random variables are denoted
by capital letters, i.e., X, Y, and so on, and individual values of the random variable X are X(w).

Sample Space Q

Random
Experiment

X(@y)  Xog) X(ws) X() R

Real Numbers

Figure 3.1 Random variable — Mapping from Q to R
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For example, consider an experiment of tossing three fair coins. Let, X denote the number
of “Heads” that appear, then X is a random variable taking on one ofthe values 0,1,2,3 with
respective probabilities:

P{X=0} =P{T,T,T)} = 1/8
P{X =1} = P{(T, T,H),(T,H,T), ([, T,T)} =3/8
P{X =2} = P{(T,H, H),(H, T, H), (L, H, T)} = 3/8
P{X = 3} = P{(H, H, H)} = 1/8

3.2.1 Classification of Random Variables

Random variables are classified into continuous and discrete random variables.

» The values of continuous random variable are continuous in a given continuous sample
space. A continuous sample space has infinite range of values. The discrete value of a
continuous random variable is a value at one instant of time. For example the Temperature,
T at some area is a continuous random variable that always exists in the range say, from T,
and T,

Examples of continuous random variable — Uniform, Exponential, Gamma and
Normal.

» The values of a discrete random variable are only the discrete values in a given sample
space. The sample space for a discrete random variable can be continuous, discrete or even
both continuous and discrete points. They may be also finite or infinite. For example the
“Wheel of chance’ has the continuous sample space. [f we define a discrete random variable
n as integer numbers from 0 to 12, then the discrete random variable is X = {0,1,3,4.....12}.
Examples of discrete random variable — Bernoulli, Binomial, Geometric and
Poisson.

3.2.2 Distribution and Density Function
The Cumulative Distribution Function (CDF) ofa random variable X is defined as,
F, (x)=P{oeQ:X(w)<x}

which can be simply written as, F, (x)=P(X<Xx)
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Properties of CDF:

»  Fx(x) isanon-decreasing function of x.
Since CDF is a probability, it ranges from 0 to 1,1.e., 0<Fx (x)<1

lim, , . Fx(x)=0 and lim,_,, Fx(x)=1

>

>

»  Fx(x) is continuous from the right
>  Pla<X<b)=Fx(b)-Fx(a)

>  PX=a)=Fx(a)-Fx(a")

The Probability Density Function (PDF), ofa continuous random variable X is defined
as the derivative of'its CDF. It is denoted by:

d
i x)=—Fx(x).
ie., fx(x) I x (x)
Properties of PDF:
> fx(x)=0

> 7 de=

X
> jjfx(x)dx=1>(a<xsb)
> P(XeA)szfX(x)dx

> B (=" fx@du.

The Probability Mass Function (PMF), of a discrete random variable X is defined as
p (%), where

Px(0)=P(X=x)
Properties of PMF:

» 0<p.(x)<L,i=L2,...
> p(0)=0, if x#x;(i=1,2,.....)

> 2 pe(x)=1
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3.2.3 Statistical Averages of Random Variables

Even though the distribution function provides a complete description of the random variable,
some other statistical averages such as mean and variance are also used to describe the random
variable in detail.

Mean or Expectation of the random variable: The mean of the continuous random variable
X with a density function off (x) is defined as:

E[X]=[" x fx(x)dx

The mean of'the discrete random variable X is defined as the weighted sum of'the possible

outcomes given as:
n,=E[X]=Xx xP[X=x]

For example, if X is considered as a random variable representing the observations of the
voltage of a random signal, then the mean value represents the average voltage or dc offset
of the signal.

Variance of the Random Variable: It provides an estimate of the spread ofthe distribution
about the mean.The variance of the continuous random variables is defined as:

00

or= | (x—u,) fx(xdx

— 00
The variance of the discrete random variables is given by the expectation of the squared
distance ofeach outcome from the mean value. It is defined as:

o2 = Var(X) =E[(X — i, )*]
We know that, expectation of a variable is
E[X]=Xx xP[X=x]
Therefore, the variance is given by,
63 =Zx(x—p,)’ P[X=x]

For example, if X is considered as a random variable representing observations of the
voltage of a random signal, then the variance represents the AC power of the signal. The
second moment of X, E[X?] is also called the mean-square value of the random signal
and it represents the total power of the signal.
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Covariance of the Random Variable: In communication system, it is very important to compare
two signals in order to extract the information. For example, RADAR system compares the
transmitted signal to the target with the received (reflected) signal from the target to measure the
parameters like range, angle and speed of the object. Correlation and covariance are mainly
used for this comparison purpose.

The covariance of two random variables X and Y is defined as the expectation of
the product of the two random variables given by:

Cov(X, Y)=E[X-mx)(Y-my)]
Expanding and simplifying above equation we get:
Cov(X,Y)=E[XY]-px py
If Cov(X,Y) =0, then X and Y are uncorrelated, i.e., E[XY]|=px py =E[X]E[Y]

If X and Y are independent, then Cov(X,Y) =0, i.e., X and Y are uncorrelated but

the converse is not true.

The correlation coefficient of two random variable is defined as,

PXY =
6x0y
where, the correlation coefficient ranges from [ 1, 1].
Some of the important random variables used in communication systems are,

(a) Binomial Random Variable:

This is a discrete random variable. Suppose there are ‘»’ independent trials, each of which
results in a success and failure with probability p and / —p respectively. If X represents the
number of successes that occur in the n trials, then X is said to be binomial random variable with

parameters (n, p).

The probability mass function of a binomial random variable with parameters n and p is
given by,

[T i n—i .
P(X=l)=( .Jp a-p)" °, 0<i<n
i
The mean and variance of binomial random variable is given by,
u=EX)=np

o’ =np(1-p)
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Application:

Binomial Random Variable can be used to model the total number ofbits received in error
when sequence of n bits is transmitted over a channel with a bit-error probability of p as shown
in Figure 3.2.
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Figure 3.2 PMF for Binomial Random Variable

(b) Uniform Random Variable:

This is a continuous random variable that takes values between a and b with equal
probabilities for intervals of equal length. The probability density function is shown in Figure 3.3
defined as:

—,a<x<b
fxx)=1b-a
0, Otherwise

The cumulative distribution function is shown in Figure 3.4 defined as:

0, x<a
Fx (=12, a<x<b
1, x>b
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Figure 3.3 PDF for uniform random variable

Figure 3.4 CDF for uniform random variable
Application:

Uniform random variable is used to model continuous random variables, whose range is
known, but other information like likelihood of the values that the random variable can assume is
unknown. For example, the phase of a received sinusoid carrier is usually modelled as a
uniform random variable between 0 and 277. Quantization Errors are also modelled as uniform
random variable.

(¢) Gaussian or Normal Random Variable:

The Gaussian or Normal Random Variable is a continuous random variable described by
the probability density function as:

_(x—m)2

1

V276

e 267

fxx)=
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The PDF of Gaussian random variable is a bell shaped that is symmetric about the mean m

and attains the maximum value of 1/+/25 ¢ at x =m, as shown in Figure 3.5.

fx(x)
1

2no

0 m X

Figure 3.5 PDF for Gaussian Random Variable

Theparameter m is called the Mean and can assume any finite value. The parameter & is

calledthe Standard Deviation and can assume any finite and positive value. The square ofthe

standard deviation, i.e., g2 is the Variance. A Gaussian random variable with mean m and

variance ¢” is denoted by N(m, 02) . The random variable N(0, 1) is usually called standard

normal.

Properties of Gaussian Random Variable:

>
>

2020 - 2021

It is completely characterized by its mean and variance.

The sum of two independent Gaussian random variables is also a Gaussian random
variable.

The weighted sum of N independent Gaussian random variables is a Gaussian random
variable.

Iftwo Gaussian random variables have zero covariance (uncorrelated), they are also
independent.

A Gaussian random variable plus a constant is another Gaussian random variable with
the mean adjusted by the constant.

A Gaussian random variable multiplied by a constant is another Gaussian random
variable where both the mean and variance are affected by the constant.
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Applications:

»  The Gaussian random variable is the most important and frequently encountered random
variable in communication systems. The reason is that thermal noise, which is the
major source of noise in communication, has a Gaussian distribution.

»  InRobotics, Gaussian PDF is used to statistically characterize sensor measurements,
robot locations and map representations.

3.3 CENTRAL LIMIT THEOREM

An important result in probability theory that is closely related to the Gaussian distribution
is the Central Limit Theorem (or) Law of large numbers. Let X . X X.,......X beaset of
random variables with thefollowing properties:

»  TheX, withk=1,2,...nare statistically independent.
»  The X all have the same probability density function.
»  Boththe mean and the variance exist for each X .

We do not assume that the density function of the X, is Gaussian. Let Y be anew random

variable defined as:
n

Y=Y X,

k=1
Then, according to the central limit theorem, the normalized random variable,

Y-E[Y

,_Y—EIY]

Oy

approaches a Gaussian random variable with zero mean and unit variance as the number of the
random variables X , X, X,,....., X increases without limit. That is, as n becomes large,the
distribution of Z approaches that of a zero-mean Gaussian random variable with unit variance, as
shown by:
z 1 52
FZ(Z)_).[_OO T exp Y ds

This is a mathematical statement of the central limit theorem. In words, the normalized
distribution of the sum of independent, identically distributed random variables
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approaches a Gaussian distribution as the number of random variables increases,
regardless of the individual distributions. Thus, Gaussian random variables are common

because they characterize the asymptotic properties of many other types of random variables.

When 7 is finite, the Gaussian approximation is most accurate in the central portion of the

density function (hence the name central limit) and less accurate in the “tails”of the density function.
Applications of Central Limit Theorem:
»  Channel Modelling
Finance
Population Statistics

Hypothesis Testing

vV V VY V

Engineering Research

3.4 Random Process

A random process or stochastic process is the natural extension of random variables
when dealing with signals. In analyzing communication systems, we basically deal with time-
varying signals. So far, the assumption is that, all the signals are deterministic. In many situations,
it is more appropriate to model signals as random rather than deterministic functions.

One such example is the case of thermal noise in electronic circuits. This type of noise is
due to the random movement of electrons as a result of thermal agitation, therefore, the resulting
current and voltage can only be described statistically. Another situation where modeling by
random processes proves useful is in the characterizationof information sources. An information
source, such as a speech source, generates time-varying signals whose contents are not known
in advance. Otherwise there would be no need to transmit them. Therefore, random processes
also provide a natural way to model information sources.

A random process is a collection (or ensemble) of random variables {X(t,(o)} that

are functions of a real variable, namely time t where weS (Sample space) and teT

(Parameter set or Index set). The set of possible values of any individual member ofthe random
process is called state space. Any individual member itself’is called a sample function or a realization
ofthe process. Arandom process can be viewed as a mapping of sample space S to the set of
signal waveforms as shown in Figure 3.6.

2020 - 2021 Jeppiaar Institute of Technology



EC8491: Communication Theory Department of ECE

3.14 Communication Theory

Random variable

Real Number

Figure 3.6 Random Process — Mapping of Sample Space to Signal Waveform

The realization of one from the set of possible signals is governed by some probabilistic law.
This is similar to the definition of random variables where one from a set of possible values is
realized according to some probabilistic law. The difference is that in random processes, we
have signals (function of time) instead of values (numbers).

3.4.1 Classification of Random Process

Based on the continuous or discrete nature of the state space S and parameter set T, a
random process can be classified into four types:
» Ifboth T and S arediscrete, the random process is called a Discrete random sequence.
For example, if X represents the outcome ofthe n toss ofa fair dice, then {X , n>1} is
a discrete random sequence, since T={1,2,3,---}and S = {1,2, 3,4, 5, 6}.
» If T is discrete and S is continuous, the random process is called a continuous

random sequence.

For example, if X represents the temperature at the end of the n™ hourof a day, then
{X ns 1Sn< 24} is a continuous random sequence, since temperature can take any value in
an interval and hence continuous.
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>

>

>

If Tis continuous and S is discrete, the random process is called a Discrete random
process.

For example, if X(#) represents the number of telephone calls received in the interval (0, )
then {X(7)} is a discrete random process, since S= {0, 1,2, 3, - - -}.
If both T and S are continuous, the random process is called a continuous random

process.

For example, if X(#) represents the maximum temperature at a place in the interval (0, 7),
{X(?)} is a continuous random process.

Based on the stationarity, a random process can be classified into stationary and non-stationary
random process as shown in Figure 3.7.

Random Process

WSS Process

SSS Process

Ergodic
Process

Figure 3.7 Hierarchical Classification of Random Process

A random process whose statistical characteristics do not change with time is called
as Stationary Random Process or Stationary Process.Example — Noise process as its
statistics do not change with time.

A random process whose statistical characteristics changes with time is called as
non-stationary process. Example — Temperature of a city as temperature statistics depend
on the time of the day.

3.5 STATIONARY PROCESS

The random process X(¢) is said to be Stationary in the Strict Sense (SSS) or strictly

stationary ifthe following condition holds:

2020 - 2021
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For all time shifts 7, all k and all possible choices of observation times 7,......... t,. Inother
words, ifthe joint distribution of any set of random variables obtained by observing the random
process X(¢) is invariant with respect to the location at the time origin ¢ =0.

3.5.1 Mean of the Random Process

The mean of process X(?) is defined as the expectation of the random variable obtained by
observing the process at some time ¢ given by:

o0

my )=E[X@®)]= [ x fxp()dx

where, fX(t) (x) is the first order probability density function of the process.

The mean of the strict stationary process is always constant given by:

m, ()=m, forallvalues of¢

3.5.2 Correlation of the Random Process

Autocorrelation of the process X(7) is given by the expectation of the product oftwo
random variables X(¢,) and X(z,) obtained by observing the process X(¢) at times ¢, and ¢,

respectively. It is defined as the measure of similarity of random processses.
Ryx (1:0)=EX() X)) =[" [ X, X, £ (x5 iy dlx
Xx V-2 DA =] ] A2 IX(4), X(ty) (X1, X2) ax) dx;

For a stationary random process /X (1), X(1,) (¥1-X2) depends only on the difference
between the observation time 7, and #,. This implies the autocorrelation function of a strictly
stationary process depends only on the time difference t,—t, given by:

Rxx (t1,t)=Rxx (1, —t;) for all values of 7 and z,

3.5.2.1 Importance of Autocorrelation

Autocorrelation function provides the spectral information of the random process. The
frequency content of'a process depends on the rapidity of the amplitude change with time. This
can be measured by correlating amplitudes at 7 and ¢, + 1 . Autocorrelation function can be used
to provide information about the rapidity of amplitude variation with time which in turn gives
information about their spectral content.
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For example, consider two random process x(¢) and y(¢), whose autocorrelation function
R, (7)and R (7 )as shownin Figure 3.8. We can observe from their autocorrelation function
that the random process x(¢) is a slowly varying process compared to the process (7). In fact
the power spectral density of random process is obtained from the Fourier Transform of their

autocorrelation function.
RX(T )

RY(T)

T—>

Figure 3.8 Autocorrelation Function of Two Random Process x(t) and y(t)

3.5.2.2 Properties of Autocorrelation Function

» The mean square value of'a random process is equal to the value of autocorrelation at T =0.
Rxx (0)=E[X*(T)]
» The autocorrelation function is an even function of t.
Rxx ()=Rxx (-7)
» The autocorrelation function is maximumat t =0.
[Rxx (M)]<Rxx (0)

» IfE[X(7)] # 0 and X(?) is ergodic with no periodic components, then

<2
i 0=

» I X(?) has a periodic component, then R, (T} will have a periodic component with the

same period.

» IfX(?) is ergodic, zero mean and has no periodic components, then

lim‘,r‘ S Rxx(®)=0

2020 - 2021 Jeppiaar Institute of Technology



EC8491: Communication Theory Department of ECE

3.18 Communication Theory

3.5.3 Covariance of the Random Process
The autocovariance function of X(t) is defined as:
Cxx (11, 12) = E{[X(#) —mx (1) ][X() —mx ()]}
=Rxx (#,1p) —mx (1) mx (tp)
Cxx (t1:1)=Rxx (1, — 1)) - m5;

Like autocorrelation function, the autocovariance function of a strictly stationary
process depends on the time differencet,—t,.

3.6 WHITE NOISE PROCESS

One of'the very important random process is the white noise process. Noises in many
practical situations are approximated by the white noise process. Most importantly, the white
noise plays an important role inmodeling WSS signals.

A random process is said to be white noise process X(z), if it is zero mean and power
spectral density is defined as:

Sx(w)=Ngy/2, forallfrequencies
where, N is a real constant.

The corresponding autocorrelation function is given by:

Rx (1)=(Ny /2)d(7)

where, 3(t) is the Dirac delta function. The PSD and autocorrelation function of a white noise is
shown in Figure 3.9 (a) and (b) respectively.

Sy(®) = Ng/2
Rx(t)

Ng/2

Ng/2

(a) 0 (b) i
Figure 3.9 (a) PSD of White Noise (b) Autocorrelation Function of White Noise
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3.6.1 Properties of White Noise Process
» The term white noise is analogous to white light which contains all visible light frequencies.

» A white noise is a mathematical abstraction; it cannot be physically realized since it has
infinite average power.

A white noise process can have any probability density function.

The random process X(t) is called as white Gaussian noise process, if X(t) is a stationary
Gaussian random process with zero mean and flat power spectral density.

» Ifthe system bandwidth (BW) is sufficiently narrower than the noise BW and noise PSD is
flat, we can model it as a white noise process. Thermal noise, which is the noise generated in
resistors due to random motion electrons, is generally modelled as white Gaussian noise,
since they have very flat PSD over very wide band of frequency.

» A white noise process is called strict-sense white noise process, ifthe noise samples at

distinct instants oftime are independent.

3.7 WIDE-SENSE STATIONARY PROCESS (WSS)

A process may not be stationary in the strict sense, still it may have mean value my, (t) and
an autocorrelation function which are independent of the shift of time origin.

©  m,(t)=constant
0 Rxx(f,5)=Rxx(t;—1)
Such a process is known as Wide-Sense Stationary or Weakly Stationary Process

(WSS) or Co-Variance Stationary.

3.8 POWER SPECTRAL DENSITY (PSD)

A random process is a collection of signals and the spectral characteristics of these signals
determine the spectral characteristics of the random process.

Ifthe signals of the random process are:

Slowly Varying: Random process will mainly contain low frequencies and its power will be
mostly concentrated at low frequencies.

Fast Varying: Most of the power in the random process will be at the high-frequency
components.
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A useful function that determines the distribution of the power of the random process at
different frequencies is the Power Spectral Density or Power Spectrum of the random
process, the power spectral density of a random process X (#) is denoted by S_(f), and denotes
the strength of the power in the random process as a function of frequency. The unit for power
spectral density is watts per Hertz (W/Hz).

3.8.1 Expression for power spectral density

The impulse response of a linear time invariant filter is equal to the inverse Fourier Transform
of'the frequency response of the system. Let H(f) denotes the frequency response ofthe system,
thus

h)=[" B exp(j2nfv)df
Substituting A(ty) in E[Y?(¢)], We get

B2 0)=[" [ [7 HOexp2nf ) e R (52 =511y

=" aru) 7 dryhe) [° Ryx(n —t)exp(j2n/ 1) dyy

In the last integral on the right hand side of above equation a new variable is defined :

=T —T
Then the above equation can be rewritten as:
ElY? =] df H(N) | dw h(v2)exp(/2 1)) | Rxx (®)exp(- j2nf 1) dy

The middle integral corresponds to H*( 1), the complex conjugate of the frequency response
of the filter and so we may simplify the equation as:

B2 @0)=]" dfH(] |7 Rxx(dexp(-j2n7)dy

where |H( f )| is the magnitude response of'the filter. In the above equation the last integral term
is the Fourier transform of the autocorrelation function of the input random process X(t).This
provides the definition of a new parameter,

Sxx(N)=]"_ Rxx(@exp(-j2aft))dry
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This function is called Sxx (/') is called the power spectral density or power spectrum of
the stationary process X(z).

Finally, E[Y>(0)]=" [H(P)[* Sxx (f)df

The mean square of the output of a stable linear time-invariant filter in response
to a stationary process is equal to the integral over all frequencies of the power spectral
density of the input process multiplied by the squared magnitude response of the filter.

3.8.2 Relationship between power spectral density and autocorrelation

The power spectral density and the autocorrelation function of a stationary process forma
Fourier-transform pair with t and f'as the variables of interest,

Sxx(N)=]" Rxx(@)exp(-j2nfr)dr

w .
Rxx(@=]__ Sxx(f)exp(j2nfo)df
The above relations provide insight of spectral analysis of random processes and they
together called as Einstein-Wiener-Khintchine Relation.

3.8.3 Properties of Power Spectral Density

1. The zero-frequency value ofthe power spectral density of a stationary process equals the
total area under the graph of the autocorrelation function (substituting f=0in S_(f)).

Sxx (0)= fw Ryx (1) dt

2. The mean square value of a stationary process equals the total area under the graph of the
power spectral density (substituting T=0inR_ (1))

2 00
EX*0l=[__Sxx(/)df
3. The power spectral density of a stationary process is always nonnegative,

Sxx(f)<0 for all f

4.  The power spectral density of a real valued random process is an even function of frequency,
that is,
Sxx (= f)=Sxx(f)
5. The power spectral density appropriately normalized has the properties usually associated
with a probability density function:
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Px(f)=— Sxx(f)
|- Sxx(N)df

3.9 ERGODIC PROCESS

The expectations or ensemble averages of a random process are averages across the
process that describes all possible values of the sample functions of the process observed at
time ¢,. Time averages are defined as long term sample averages that are averages along the
process.

Time averages are the practical means for the estimation of ensemble averages ofthe random
process. The dc value ofx(7) is defined by the time average

m, (T) =% j_TT x(t)dt

The time average is a random variable as its value depends on the observation interval and
sample function. The mean of the time average is given by,

1 (T
By (D= | ELx(0)]de =m,
The process x(7) is ergodic in the mean if,

1. Thetimeaverage m, (T) approaches the ensemble average m,. inthe limit as the observation
interval T approaches infinity, that is

lim m,(T)=m,
T—>o0

2. The variance of m, (T) approaches zero in the limit as the observation interval T approaches
lim var[m,(T)]=0
T—o0

The time averaged autocorrelation function of a sample function x(7)
1 (T
=— +
Ryx(m )= j_T x(¢+7) x(f)dt

The process x(7) is ergodic in the autocorrelation function if,

lim Rxx (7, T)]=Rxx(7)

T—o0
lim Var[Rxx(t,T)|=0

T—>o

For a random process to be ergodic, it has to be stationary; however the converse is not true.
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3.10 GAUSSIAN PROCESS

Gaussian processes play an important role in communication systems. The fundamental
reason for their importance is that thermal noise in electronic devices, which is produced
by the random movement of electrons due to thermal agitation, can be closely modeled
by a Gaussian process.

In aresistor, free electrons move as a result of thermal agitation. The movement of these
electrons is random, but their velocity is a functionof the ambient temperature. The higher the
temperature, the higher the velocity of the electrons. The movement of these electrons generates
a current with a random value. We can consider each electron in motion as a tiny current source,
whose current is a random variable that can be positive or negative, depending on the direction
ofthe movement of the electron. The total current generated by all electrons, which is the generated
thermal noise, is the sum of the currents of all these current sources. We can assume that at least
a majority of these sources behave independently and, therefore, the total current is the sum ofa
large number of independent and identically distributed random variables. Now, by applying the
central limit theorem, we conclude that this total current has a Gaussian distribution. For this
reason, thermal noise can be very well modeled by Gaussian random process.

Gaussian processes provide rather good models for some information sources as well.
Some properties of the Gaussian processes, make these process mathematically tractable and
easy to use.

Let Y be a random variable obtained by integrating the product of a random process X(¢)
for a time period of =0 to =T and some function g(¢) given by:

T
Y= j X(¢) g(¢) dt
0
The weighting function in above equation is such that the mean-square value of the random
variable Y is finite and if the random variable Y is a Gaussian distributed random variable for
every g(t), then the process X(t) is said to be Gaussian process.

The random variable Y has a Gaussian distribution if its probability density function has the
form,

(y—my)?
2(5%(

exp

1
fY(y)_\/%GY

where my is the mean and G%{ is the variance of the random variable Y.
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A plot of this probability density function is shown in Figure 3.10, for the special case when

the Gaussian random variable Y is normalized to have mean m-- of zero and a variance G%{ of 1.

1 y2
Sy(»)= exl{——]

21 2
fy(y)
0.6 |—
04
0.2}—
| | | | |
-3 -2 -1 0 1 2 3
y

Figure 3.10 Normalized Gaussian Distribution

3.10.1 Advantages of Gaussian Process

1. Gaussian process has many properties that make analytic results possible.

2. Random processes produced by physical phenomena are often such that a Gaussian
model is appropriate. Further the use of Gaussian model is confirmed by experiments.

3.10.2 Properties of Gaussian Process

1. Ifthe set of random variables X(#),X(#,), X(#3),... ... ,X(t,) obtained by observing a

random process X(7) at times 7 ,z,,....Z . and the process X(7) is Gaussian, then this set of

random variables is jointly Gaussian for any n, with their PDF completely specified by the
set of means:

my ) =E[X(#;)], where i=1,2,3....n
and the set of covariance functions,
Cx (t5,t;)=EIX (@) myq, )) X&) —mx )] k, i=1,23...n
2. Ifthe set of random variables X(z;) is uncorrelated, that is,

Cj=0 i%j

then X(#;) are independent.
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3. IfaGaussian process is stationary, then the process is also strictly stationary.

4. IfaGaussian process X(7) is passed through LTT filter, then the random process Y(7) at the
output of the filter is also Gaussian process.

3.11 TRANSMISSION OF ARANDOM PROCESS THROUGH ALTIFILTER

When a random process X(?) is applied as input to a linear time-invariant filter of impulse
response /(f), producing a new random process Y (7) at the filter output as shown in Figure 3.11.
It is difficult to describe the probability distribution of the Y(#), even when the probability distribution
ofthe X(7) is completely specified.

X(t) Impulse Y(1)
2 Response

h(t)

Figure 3.11 Transmission of a random process through a LTI filter

The time domain form of input-output relations of the filter for defining the mean and
autocorrelation functions of the output random process Y(?) in terms ofthe input X(7), assuming
X(?) is a stationary process. The transmission of a process through a LTI filter is governed by the
convolution integral, where the output random process Y (¢) is expressed in terms of input
random process X(?) as:

Y()= [ @) X(t-7))dry

—00

where, T, is the integration variable.

Mean of Y(7):
my (1)=E[Y(1)]
=E j h(t)) X(t—1))d1

— 00

Provided E[X(?)] is finite for all  and the system is stable.
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Interchanging the order of expectation and integration, we get

my ()= | h(v) EX(—7)]dy

—0o0

o0

= | h(x)ymy (t=7))dry

— o0
When the input random process X(7) is stationary, the mean my (¢) is a constant my , so

o0

my =nmy J‘ h(’Cl)d’Cl
—0
my =my H(0)

where, H(0) is the zero-frequency (DC) response of the system.

The mean of the output random process Y(t) produced at the output of a LTI system
in response to input process X(t) is equal to the mean of X(t) multiplied by the DC
response of the system.

Autocorrelation of Y (7):
Ryy (4,0)=E[Y(#) Y(12)]

Using convolution integral, we get

Ryy (t,62)=E| [ h(r)X(t—1)dv; [ h(x)X(t,=72)d,

Provided E[X?(7)] is finite for all t and the system is stable,

Ryy(n.1)= I h(t)dvy j h(ty)dty E[X(# —11) X(1, = 12)]

— 00 — 00

e} e}
= [ h(xdry | h(ry)dey Rxx (11 -1, —72)

— 00 — 00
When the input X(7) is a stationary process, the autocorrelation function of X(#) is only a
function of the difference between the observation times #; —1; and #, —1,.Thus putting
T=1; — T, inabove equation, we get
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o0 0
Ryy (M= [ [ h(t)h(0)Ryx (v—11+715)d7; dry
—00—00
On combining this result with the mean my ,we see that if the input to a stable linear

time-invariant filter is a stationary process, then the output of the filter is also a
Stationary process.

When t=0, Ryy(0)=E[Y?(#)] so
o0 00

E[Y2(1)]= I J h(z{) h(ty) Rxx (T2 —71)dry dTy

—00—00

which is a constant.

FORMULAE TO REMEMBER

» IfAand B are independent events, then
P(An B)=P(A) * P(B)
» IfAand B are mutually exclusive events, then
P(AnB)=0
» Conditional probability of event A given B,
p(A/B)="A0B)
P(B)
» Law oftotal probability

k
P(B)=2 P(B/A;)P(A;)
i=1
» Baye’s theorem
P(B/A;)P(A;)
P(B)

> Cumulative Distribution Function or CDF of a random variable X

Fx (x)=P(X<x)

»  Probability Density Function or PDF of a continuous random variable X

fx(x>=din(x>
X
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» Probability Mass Function or PMF of a discrete random variable X
p(x)=P(X =x)
» Mean ofthe random variable
E[X]= .[ iooo x f,(x) dx (Continuous)
E[X] = Xx xP[X=x](Discrete)
»  Variance of the random variable
G%( = .EOOO (x—py )2 J(x)dx (Continuous)
ok =E[(X-p,)* =X, (x—p,)* P[X=x] (Discrete)
» Covariance of two random variable
Cov(X,Y) =E[XY] - My My,
IfCov(X,Y) =0, then X and Y are uncorrelated.

IfX and Y are independent, then Cov(X,Y)=0.
PMF of Binomial Random Variable

P(X:i)=(7jpf(1—p)"‘f, 0<i<n
1

» PDF of Uniform Random Variable

, a<x<b

1
fr(x)=<sb-a
0, Otherwise
> PDF of Gaussian or Normal Random Variable

3 (x—m)2

2
e 20

(@)= J%G

» The random process X(¢) is said to be Stationary in the Strict Sense (SSS) or Strictly
Stationary if the following condition holds,

Ex +1), Xt +1) Koo 0 X)) =Fx ) x@) (Koo o0 Xg)
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» Mean of the random process X(¢) is defined as the:

0

m ()=E[X(O]= [ x f (x)dx

— 00

» Autocorrelation of the random process X(¥) is:
Rxx (11,12)=E[X(1) X(2,)]

e 0] e 0]
= j_oo j_oo X1X2 fx(ty),x(ty) (%1, X2) dxy dxy
» Autocovariance function of random variable X(7) is:
2
Cx x(t1:12)=Rxx (8 =1)—my
» Wide-Sense Stationary or Weakly Stationary Process (WSS) or Co-variance Stationary
myx (t)=constant and Rxx (tl, tz) =Rxx (tz - tl)

» Power spectral density or power spectrum of the stationary process X(¢)

Sxx(N=]" Rxx(v)exp(- 21/ 1)) d

» Einstein-Wiener-Khintchine relations
o0
Sxx(N=]_ Rxx(Dexp(-j2n/1)dx

e 0]
Rxx (=] Sxx(/)exp(j2nf7)df
» x(?) is ergodic in the mean if
limy_, o, m (T)=m,,

lim var[m, (T)]=0
T—>o

»  x(?) is ergodic in the autocorrelation function if:
hmT N RXX (T, T) = RXX (T),

lim Var[Rxx (7, T)]=0
T—w
» The mean of the output random process Y (t) produced at the output of a LTI system in
response to input process X(t) is equal to the mean of X(t) multiplied by the DC response of
the system.
my =mx H(0)
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SOLVED EXAMPLES

1. A telegraph source generates two symbols: Dot and Dash. The dots were twice as
likely to occur as dashes. What is the probability of occurrence of dot and dash?
Solution: Given that,
P(Dot) =2 P(Dash)
We know that the probability of sample space is 1, so
P(Dot) + P(Dash) =1
Substituting, P(Dot) =2 P(Dash) in above equation, we get
3P (Dash)=1
Thus, P(Dash) = 1/3 and P(Dot) =2/3

2. Binary data are transmitted over a noisy communication channel in a block of 16
binary digits. The probability that a received digit is in error due to channel noise is
0.01.Assume that the errors occur in various digit positions within a block are
independent. Find a) Mean errors per block, b) variance of the number of errors
per block and c) Probability that the number of errors per block is greater than or
equal to 4.

Solution: Let X denote the random variable of number of errors per block. Then, X has a
binomial distribution.
(a) Mean=mnp
Given, n=16 and p =0.01
Mean error per block =16 * 0.01 =0.16
(b) Variance =np(1 —p)

Variance of the number of errors per block = (16)(0.01)(0.99) = 0.158.

(c)  Probability that the number of errors per block is greater than or equal to 4 is,
PX=4)=1-PX=3)
Using binomial distribution, we get,

P(Xg3)=zf= O(ﬂ(o.m)” (0.99)'°~7 =0.986

Hence, P(X =4)=1-0.986=0.014
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3. The PDF of a random variable X is given by f (x) = k, for a<x<b and zero
elsewhere, where k is a constant. Find the:

(i) Value of k
(ii) If a=—1 and b = 2. Calculate P(|X| < c) for c=1/2.
Solution:

()  Given that PDF f,(x) corresponds to uniform random variable, so the value of k is,

k=1/(b-a)
(i) Using the value of k =1/(2+1)=1/3, PDF is given by f, (x) =1/3, for —1<x<2 and zero
elsewhere,
1/72 (1
P(|X|£l/2):P(—1/2£X£1/2)_L1/2(§jdx
We get, P(X|<1/2)=1/3.

4. Find the mean and variance of random variable X that takes the values 0 and 1
with probabilities 0.4 and 0.6 respectively.

Solution:
Mean =E[X] = 2 x xP[X=x]= 0(0.4) + 1(0.6) =0.6
Variance = g3 = Zx(x—ux)z P[X=x] =(0-0.6)>(0.4) + (1 - 0.6)* (0.6) =0.24
5. Find the covariance of X and Y if (a) X and Y are independent (b) Y =aX + b.
Solution:
@ Cov(X,Y)=E[XY]-E[X]E[Y]
Since, X and Y are independent, E[XY]=E[X] E[Y]. Cov(X,Y)=0
(b) Y=aX+b
E[XY]=E[X(aX +b)]=a E[X*]+ b E[X] =a E[X?] + b E[X]
E[Y]=E[aX +b]=aE[X] +E[b]=a E[X] +b
Cov(X,Y)=a E[X?] + b E[X]—E[X] (¢E[X] + b)
=a E[X?] + b E[X] — aE’[X] - bE[X]
Cov(X,Y)= a (E[X?*]-E}X])
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6. Show that the random process X(#)=A cos(®_.f+0) is a wide-sense stationary
process where, & is a random variable uniformly distributed in the range (0,2 1)
and A and w_are constant.

Solution: For arandom process to be WSS, it is necessary to show that,
»  Meanis constant
»  Autocorrelation function depends only on time difference.

The PDF of'the uniform distribution is given by
f(e):i, 0<6<2n
27

(a) Mean

27
E[x(¢)]= j X(t)zide
0 T

1 2n
=— '[ Acos(w.t+0)do
21 0

:?—n[sin(mct +0))3"=0

Therefore, mean is a constant.

(b) Autocorrelation
Rxx (t,t+1)=E[A cos(w.t+0) A cos(w.t+®,.T+0)]

A2 )
=7 cos(®,1)+A" 4m(0)

2
e cos(®,1).

So, autocorrelation function depends on the time difference T

As, mean is constant and autocorrelation function depends only on 1, X(?) is a
wide-sense stationary process.
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7. Show that the random process X(t) = A cos(w .t + O)is a wide-sense stationary
process where, @ and w . are constant and A is a random variable.

Solution: Forarandom process to be WSS, it is necessary to show that,

> Mean is constant
> Autocorrelation function depends only on time difference.
(a) Mean
E[X(?)] = E[A cos(w .t +0)]
=cos(m.t+0) E[A]
E[X(t)] #0

Therefore, mean is not a constant.
(b) Autocorrelation

Rxx (t,t+1)=E[Acos(w.t+0)A cos(m.t+®.T+0)]
=%[cos(cocr) +cos(2m t+20+w,.1)] E[Az]
Thus, the autocorrelation of X(#) is not a function of time difference T only.So the given
random process X(#) is not WSS.

8. Let X(t) =A cos of+ B sin o7 and Y(¢) = B cos 7 - A sin 7, where A and B are
independent random variables both having zero mean and variance o?, and @is
constant. Find the cross-correlation of X(7) and Y (7).

Solution: The cross-correlation of X(7) and Y(7) is :
Rxy (41,1) =E[X(1) Y(1)]

=E[(A coswf +Bsinot)) (Bcoswty) —Asin oty )]

=E[A B](cos ot cos o, —sin ] sin ot )
—E[A?] cos wt, sin wt,+ E[B?] sin wt, cos oz,

Since, E[AB]=E[A]E[B]=0 and E[A%]=E[B?]=¢"
Rxy (f,t)= o2 (sin F] COS Wy —COS O] SIn W1y )
=c’ sin ot —t)
Ry (1)=- o2 sinwt

where, t=1—1,.
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9. The input X(7) to a diode with a transfer characteristic Y =X is a zero mean
stationary Gaussian random process with an autocorrelation function

Rxx (1)=exp(—|t)) . Find the mean p_(#) and R (¢,, 7,).

Solution:
1y =E[Y(0] =E[X()] =R (0) =1
R, (t,1)=E[Y(t)Y()] = E[X*(z) X()]

For zero mean Gaussian random variable,
E[X*(1)) XX(1,)] = E[X*(1)] E[X*(1,)] + 2E[X(#))X(2,)]*
where, E[X*(#,)] = E[X*(1,)] =R(0)
E[X(#)X(2,)] =Ry (lt, - 1))
Since X(¢) is stationary,
Ry (7, 1) = [Ry( (O] + 2 [Ry (11, = 1,)]°
or Ry (1) =[R(0) + 2[Ry (1) =1 + 2 exp(= 2| )

10. A wide sense stationary random process X(?) is applied to the input of an LTI
system with impulse response A(f) = 3¢ u(f). Calculate the mean of the output
Y(?) of the system if E[X(9)] = 2.

Solution: The frequency response ofthe system can be obtained by taking Fourier transform of

the impulse response as:

1

H(w)=F[A(H)]=3——
jo+2

The mean value of the output Y (#) can be obtained as:
my =my H(O)
H(0)=3*(1/2)=3/2

Therefore, mean ofthe output Y (t) =2 *(3/2)=3

11. LetXandY be real random variables with finite second moments. Prove the Cauchy-
Schwarz inequality (E[XY])* < E[X?] E[Y?]. (April/May 2015)

Solution: The mean square value of'a random variable can never be negative value, so

E[(X-a Y)2 1>0, forany value ofa
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Expanding above equation we get,
E[X?]-2a E[XY]+a® E[Y?]=0

Substituting 4 =E[X Y]/E[Y 2 ] to get left hand side of this inequality as minimum, we get

E[X?]-(E[EY]? /E[Y?]=0

(or) (E[X Y])? <E[X?]E[Y?]

12. Let X(7) and Y(#) be both zero-mean and WSS random processes. Consider the
random process Z(f) = X(¢) + Y(¢). Determine the autocorrelation and power
spectrum of Z(¢) if X(¢) and Y(7) are jointly WSS. (Apr/May 2015)

Solution: The autocorrelation ofZ(t) is given by:
R, (¢, t,)=E[Z(t)Z(t,)]
= E[[X(z) + Y(#)][X(Z) + Y ()]
= B[X(#)X(2,)] + E[X(¢)Y ()] + E[Y (2 )X(2,)] + E[Y(£) Y(2,)]

= RXX(tl’ tZ) + RXY(tl’ tZ) + RYX(tl’ tZ) + RYY(tl’ tZ)

As X(t) and Y (¢) are jointly WSS,
RZZ (T) = RXX (T) + RXY (’C) + RYX (’C) + RYY (’C), where t= Ih—4
We know that the Fourier transform of the autocorrelation function gives power spectrum,
taking Fourier transform on both sides, we get
S77(®)=Sxx (®)+Sxy (@) +Syx (0) +Syy (®)

13. Let X(t)=A cos(ot+¢) and Y(t)=Asin(ot+¢) where A and ® are constants
and ¢ is a uniform random variable [0,2 it |.Find the cross correlation of X(7) and
Y(®). (Apr/May 2015)(May/June 2016)

Solution: The cross-correlation of X(7) and Y(#) is
Ry (t,t+1)=E[X(#)Y(t+1)]

= E[A2 cos(o? +¢)sin(wz +¢)]

AZ
= E[sin(2of + ot +2¢) —sin(—oT)]
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2
=A7 {E[sin(2Qwt+ ot +20¢)]+E[sin(ow1)]}

2

=A7 {0+E[sin(w7)]}
A2

RXY (t, t+ T) = RXY (T) =7 sin ((DT)

14. In abinary communication system, let the probability of sending a 0 and 1 be 0.3
and 0.7 respectively. Let us assume that a 0 being transmitted, the probability of it
being received as 1 is 0.01 and the probability of error for a transmission of 1 is
0.1.

(i) What is the probability that the output of this channelis 1?

(ii) If a 1 is received then what is the probability that the input to the channel was 1?
(Nov/Dec 2015)

Solution: Let X and Y denote the input and output of the channel. Given that
P(X=0)=0.3, P(X=1)=0.7
P(Y=0|X=0)=0.99, P(Y=1|X=0)=0.01
P(Y=0|X=1)=0.1, P(Y=1|X=1)=0.9
(a) We know that, from the total probability theorem.
PY=1)=P(Y=1|X=0)*PX=0)+P(Y=1|X=1)*P(X=1)
=0.01*03+09*0.7
P(Y=1)=0.633
The probability that the output of this channel is 1 is 0.633.
(b) Using Baye’s rule

P(X=1)P(Y=1|X=1)

P Y =D X0y (Y =11 X=0) + POX =) P(Y =1] X =)

=(0.7*0.9)/ (0.3 * 0.01 + 0.7 * 0.9)
P(X=1|Y=1)=0.9953

If a 1 is received then the probability that the input to the channel was 1 is 0.9953.
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15. Given arandom process, X(t)=A cos(mt+p) whereA and o are constants and |
is a uniformly distributed random variable. Show that X(?) is ergodic in both mean
and autocorrelation. (May/June 2016)

Solution: For X(?) to be ergodic in mean and autocorrelation

X=<X(1)>=E[X()]=p,

Rxx (1) =< X(£) X(t +1) >=E[X(t) X(t+1)]=Rxx (1)

Ensemble Average: E[X(¢)]= j jow Acos(or+p) f, (L) du

Assume p is uniformly distributed over —mton
E[X(?)] :AIR cos(ot+u)dp=0
2nd-m

Ryx (1) =E[X(0) X(t + )]

2
A
. cos(wt+p)cos(o(t+1)+p)du
2n J-m
2
A
RXX(T)=TCOS(DT

Time Average:
< . 1 ¢T/2
X:<X(t)>:11mT_>OO?I_T/zAcos(coHu)dt

A Ty/2
=" A cos(ot+p)dt
Ty -Ty/2

=0
Rxx (1) =(X(0) X (1 +1))

. 1
:hmT—>oo ?

2
Ty /2
=A_ 0 l[cos(M+cos(2(m‘+2p,t+cor)a’z‘
Ty -Ty/2 2

2
= A
Rxx(7) =TCOS oT.

T/2
I_T/z A? cos(ot+p)cos(m(t+1)+p)dt
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Thus time averaged mean and autocorrelation is equal to ensemble averaged mean
and autocorrelation. So the given process X(t) is ergodic in both mean and

autocorrelation.

16. Consider two linear filters connected in cascade as shown in Fig.1. Let X(7) be a
stationary process with auto correlation function R (t), the random process
appearing at the first input filter is V(7) and the second filter outputis Y(t).

(a) Find the autocorrelation function of Y(¢).

(b) Find the cross correlation function Rvy(’t) of V(¢t)and Y(¢). (Apr/May 2017)

X(t Vi) L vy

Fig. 1
Solution:

(a)  The cascade connection of two filters is equivalent to a filter with the impulse

response

h(t)= j: (¥ by (t—1) dt

The autocorrelation function of Y (#) is given by:

Ry(@=]" [ h()h(ty)Rx (1-11+15) d7; dTy

(b) The cross correlation of V(¢) and Y () is given by:

Ryy (D)=E[V(t+1)Y(1)]

The output Y(?) is given as Y(¢) = .[io V() iy (t—p)du
So, Ryy (M=E[V(t+1)[* V) (t-wdn]

Ryy(D=[" I (t-wRy(+1-p)dy
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17. The amplitude modulated signal is defined as X 4y (t)=A m(t)cos(w.t+0) where
m(%) is the baseband signal and A cos(®w.7+0) is the carrier. The baseband signal
m(7) is modeled as a zero mean stationary random process with the autocorrelation

function R ,, (t) and the PSD G (f). The carrier amplitude A and frequency o,
are assumed to be constant and the initial carrier phase ¢ is assumed to be random

uniformly distributed in the interval (— z, ) . Furthermore, m(7) and 0 are assumed

to be independent.
(i) Show that X (?) is Wide Sense Stationary
(ii) Find PSD of X (?). (Apr/May 2017)
Solution:
() ForX, (1) tobe WSS, its:
"  MeanE[X, (t)] = Constant
®  Autocorrelation E[X, ()X, (t+1)] dependsont
E[X am(@®)]=E[Am(t)cos(m.t+0)]
=AE[m(t)]E[cos(o, .t +0)]
Given that, m(?) is zero mean stationary random process:
E[X,,,(H]=0 (Constant)
Ry o (0 =E[X,,, (D) X, (t+1)]

= E[Am(t)cos(ow .t +0) Am(t+71)cos(w, (t+71)+0)]
= A2 E[m(t) m(t + )] E[cos(, ( +0) cos(m,f + 0.t +0)]

2
A
=—R ., (1)E[cos®, T+cos(2m t+®.T+20)]
2 XX C C C

2
A
Ry amxam (T) e R, (t)cosm,T

Since mean of X (7) is constant and autocorrelation of X, (#) depends on,

X (D) is Wide Sense Stationary
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(i) We know that the Fourier transform of the autocorrelation function gives power

spectrum.
A2
FIRxamxam (DI=F[—=R 1 (7) cos o, 7]

A2
Gy uxan (©) = - F[R ()] F[cos o 1]

Given that PSD of m(%) is G (f).
We know that,

F[cos O‘)CT] =no(f _fc) +md(f + fc)
Using frequency convolution theorem, we get

2
GxAMXAM ()= G (RS = )+ 3(/+ 1)

AZ
Gipsnons )= [G,( =)+ G+
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( REVIEW QUESTIONS AND ANSWERS )
PART- A

1. Define Random Variable. (Nov/Dec 2015)

A random variable is a function that assigns a real number X(S) to every element s € S,

where S is the sample space corresponding to a random experiment E.

Example: Tossing an unbiased coin twice. The outcomes of the experiment are HH, HT,
TH,TT. Let X denote the number of heads turning up. Then X has the values 2,1,1,0.Here,
X is arandom variable which assigns a real number to every outcome ofa random experiment.

2. State Baye’s rule. (Nov/Dec 2015)

Baye’s rule or Baye’s theorem relates the conditional and marginal probabilities of
stochasticevents Aand B:

P(B|A)YPA)

P(A|B)= o)

Where, P(A|B) is the conditional probability of A given B, P(B|A) is the conditional probability
of B given A, P(A) is the marginal probability of A and P(B) is the marginal probability of B.
3. Define discrete random variable.

If X is a random variable which can take a finite number or countably infinite number of
p values, X is called a discrete RV.Eg. Let X represent the sum of the numbers on the 2 dice,
when two dice are thrown.

4. Define continuous random variable.

If X is a random variable which can take all values (i.e., infinite number of values) in an
interval, then X is called a continuous RV. Eg. The time taken by a person who speaks over a
telephone.

5. Define cumulative distribution function of a random variable.

The Cumulative Distribution Function (CDF) or distribution function of a random variable
X is defined as, F (X) = P{o e Q: X(w)<x}, which can be simply written as

F,(x)=P(X<x)
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6. List the properties of CDF.

. 0<F.(x)<I

F,(x) isnon-decreasing

lim, ,_, F.(x)=0 and lim, ,_ , F.(x)=1
F, (x) is continuous from the right

P(a<X<b)=F, (b)-F, (a)

A

6. P(X=a)=F(a)-F (a ).
7. Define probability density function of a random variable.

The Probability Density Function or PDF of a continuous random variable X is defined as
the derivative of its CDF. It is denoted by:

d
fx(x) :_Fx(x)'
dx
8. List the properties of PDF.
l. f,(x)=0

. jj;ofx(x)dx:l

[\S}

(98]

. I:fx(x)dx:P(a<X£b)

A

. Ingeneral, P(X€A)= jA £ (x)dx

N

EB@=[ fiwdu

9. Define mean of a random variable.

The mean of the random variable X is defined as:
o0
E[X]=]_ x/fx(x)dx (Continuous)

u, =E[X]= z « XP[X=x] (Discrete)
10. Define variance of a random variable.

The variance of the random variable X is defined as:
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G%( = EO w (x—px )2 Jx(x)dx (Continuous)

0% =Y (x—px)? P[X=x] (Discrete)
11. Define covariance of a random variable.

The covariance of two random variables X and Y is defined as the expectation of the
product of the two random variables given by:

Cov(X,Y) =E[XY] - px Hy
12. Define correlation coefficient.

The correlation coefficient of two random variable is defined as:

0.4
Ox Oy
where, the value of correlation coefficient ranges from—1to 1.

PxXY =

13. When the two random variables are said to be uncorrelated?

The two random variables X and Y are said to be uncorrelated, if their covariance value is

Zero.
Cov(X,Y)=0
14. Give the PMF of binomial random variable.
P(Xzi)z(lszi(l—p)"_i, 0<i<n
15. Give the mean and variance of binomial random variable.
Mean of binomial random variable is given by, u=EX)=np
Variance of binomial random variable is given by, o~ =np(1 —p).

16. What is the importance of binomial random variable in the communication?

Binomial random variable can be used to model the total number of bits received in error,
when sequence of 7 bits is transmitted over a channelwith a bit-error probability of p.

17. Give the PDF for uniform random variable.

This is a continuous random variable taking values between a and b with equal probabilities

for intervals of equal length. The probability density function is given by:
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1

fx(x)=1b-a
0, Otherwise

, a<x<b

18. What is the importance of uniform random variable in the communication?

The phase ofa received sinusoid carrier and quantization errors are usually modelled as a

uniform random variable.
19. Give the PDF for Gaussian random variable.

The Gaussian or normal random variable is a continuous random variable described by the
density functionas :
(x—m)*

2
e 20

fo()= J%G

20. What is the significance of Gaussian random variable?

»  The Gaussian random variable is the most important and frequently encountered random
variable in communication systems. The reason is that thermal noise, which is the
major source ofnoise in communication, has a Gaussian distribution.

»  Inrobotics, Gaussian PDF is used to statistically characterize sensor measurements,

robot locations and map representations.
21. List the properties of Gaussian random variable.

»  The sum of two independent Gaussian random variables is also a Gaussian
randomvariable.

»  The weighted sum of N independent Gaussian random variables is a Gaussian
randomvariable.

»  Iftwo Gaussian random variables have zero covariance (uncorrelated), they are also
independent.

22. State Central Limit Theorem. (May/June 2016)(Nov/Dec 2016)

Central limit theorem states that the normalized distribution of the sum of independent,
identically distributed random variables approaches a Gaussian distribution as the number of
random variables increases, regardless of the individual distributions.
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23. List the applications of Central Limit Theorem.

»  Signal processing
Channel modelling
Finance

Population statistics

YV V V VY

Hypothesis testing
»  Engineering research

24. Define Random Process.

A random process is defined as rule which assigns a function of time to each outcome‘s’ of
arandom experiment.

25. Differentiate random process from random variable.

Random variable is a mapping of event outcome to real numbers, whereas random process
is the mapping of event outcome to signal waveforms. Random process is a function of time, but

random variable is not a function of time.
26. What are the types of random process?

Based on the continuous or discrete nature of the state space S and parameter set T, a
random process can be classified into discrete random sequence, continuous random sequence,
discrete random process and continuous random process.

Based on the stationarity, a random process can be classified into stationary and non-

stationary random process.
27. Define stationary random process.

A random process whose statistical characteristics do not change with time is classified as
stationary random process or stationary process.

28. What is strict-sense stationary?

The random process X(¢) is said to be Stationary in the Strict Sense (SSS) or strictly
stationary if its statistics are invariant to a shift of origin:

Bty 40, Xt +1) Koo oo ) =Fx ), X0y ) (e o5 Xg)
29. Define mean of the random process.

The mean of process X(?) is defined as the expectation of the random variable obtained by
observing the process at some time ¢ given by:
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o0
my () =BIX(O]= [ x fy((x)dx-
— 0
30. Define autocorrelation of the random process. (May/June 2016)

Autocorrelation of the process X(7) is given by the expectation of the product of two
random variables X(¢,) and X(z,) obtained by observing the process X(¢) at times ¢, and ¢,
respectively.

Rxx (t1,1)=E[X(#)) X(%,)] =jjow ji) X1X2 X (1) X(t, ) (X1, X2 ) dxy dxy

31. List the properties of autocorrelation function.

» The mean square value of a process is equal to the value of autocorrelation at t =0.

2
Rxx (0)=E[X*(T)]
> The autocorrelation function is an even function of't.
Rxx(1)=Rxx(=7)
» The autocorrelation function is maximum at t =0.
IRxx (1)|<Rxx(0)
32. Define autocovariance of the random process.
The autocovariance function of X(t) is defined as:
2
Cxx (f1,10)=Rxx (ta —t)) —mx
33. Define white noise process.

A random process is said to be white noise process X(z), if it is zero mean and power
spectral density is defined as:

Sx (0)=N/2, forall frequencies

34. Draw the PSD and autocorrelation function of white noise.
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. Autocorrelation of white noise
PSD of white noise

35. When a random process is said to be white Gaussian noise process?

The random process X(#) is said to be white Gaussian noise process, if X(¢) is a stationary
Gaussian random process with zero mean and flat power spectral density.

36. What is Wide-Sense Stationary? (Apr/May 2017)
A random process is called wide-sense stationary (WSS) ifits
»  Meanis constant.
»  Autocorrelation depends only on the time difference.
37. Define Power Spectral Density of the random process.

The distribution ofthe power of the random processat different frequencies is the Power
Spectral Density or Power Spectrum ofthe random process.

38. Give the power spectral density equation of a random process X.

o0
Sxx (N)=[__ Rxx(v)exp(- j2n/))dx,
39. List the properties of power spectral density.

»  The zero-frequency value of the power spectral density of a stationary process equals
the total area under the graph ofthe autocorrelation function.

»  The meansquare value of a stationary process equals the total area under the graph of
the power spectral density.

40. What is ergodicity?

A random process is said to be ergodic if time averages are the same for all sample functions

and equal to the corresponding ensemble averages.
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41. When a process is ergodic in mean?
A stationary process is called ergodic in the mean if:

lim m, (T)=m,
T

lim var[m,(T)]=0
T

42. When a process is ergodic in autocorrelation?

A stationary process is calledergodic in the autocorrelation function if,

1l_iI'I'I R_-{_-{[T;T] = RxxI:Tj

lim Var[R..(t, T)] = 0

T—ox

43. Write Einstein-Wiener-Khintchine relations. (Nov/Dec 2016) (Apr/May 2017)

Sxx(N=[" Rxx()exp(~j2nf7)d

Rxx (=] Sxx(exp(j2nfv)df

44. Give the importance of Wiener-Khintchine relations.

For a stationary process, the power spectral density can be obtained from the Fourier

transform of the autocorrelation function.

45. What are the advantages of Gaussian process?

»  Gaussian process has many properties that make analytic results possible.

»  Random processes produced by physical phenomena are often such that a
Gaussian model is appropriate. Further the use of Gaussian model is confirmed
by experiments.

46. List the properties of Gaussian process.
»  IfaGaussian process is stationary, then the process is also strictly stationary.

»  IfaGaussian process X(t) is passed through LTI filter, then the random process Y(t)
at the output of'the filter is also Gaussian process.
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PART - B
1. Let X andY be real random variables with finite second moments. Prove the Cauchy-
Schwartz inequality (E[XY])? <E[X*]E[Y?]- (Apr/May 2015)
2. Differentiate SSS with that of WSS process. (Apr/May 2015)

3. Let X(#) and Y(¢) be both zero-mean and WSS random processes. Consider the random
process Z(t) = X(¢) +Y(). Determine the autocorrelation and power spectrum of Z(z) if
X(#) and Y(¢) are jointly WSS. (Apr/May 2015)

4. Let X(f)=Acos(ot+¢) and Y(¢) =Asin(wz+ ¢) where A and o are constants and ¢ is

a uniform random variable [0,2 1t |. Find the cross correlation of X(7) and Y (7).
(Apr/May 2015)(May/June 2016)

5. Inabinary communication system, let the probability of sending a0 and 1 be 0.3 and 0.7
respectively. Let us assume that a 0 being transmitted, the probability of it being received as
115 0.01 and the probability of error for a transmission of 1 is 0.1.

(1) What is the probability that the output of this channel is 1?

(i) Ifa 1 is received then what is the probability that the input to the channel was 1?
(Nov/Dec 2015)

6. What is CDF and PDF? State their properties. Also discuss them in detail by giving examples
of CDF and PDF for different types of random variables. (Nov/Dec 2015)

7. Explain in detail about the transmission ofa random process through a linear time invariant
filter. (May/June 2016)(Nov/Dec 2016)

8. When a random process is said to be strict sense stationary (SSS), wide sense stationary
(WSS) and ergodic process? (May/June 2016)(Nov/Dec 2016)

9. Given a random process, X(f) =Acos(m?+ 1) where A and o are constants and [ is a
uniformly distributed random variable. Show that X(#) is ergodic in both mean and
autocorrelation. (May/June 2016)

10. Define the following: Mean, Correlation, Covariance and Ergodicity. (Nov/Dec 2016)
11. What is a Gaussian random process and mention its properties. (Nov/Dec 2016)

12. Consider two linear filters connected in cascade as shown in fig. 1. Let X(¥) be a stationary
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process with auto correlation functionR (1), the random processappearing at the first input
filter is V(¢) and the second filter output is Y (¢).

(a) Find the autocorrelation function of Y ().

(b) Find the cross correlation function R (1) of V() and Y (¥). (Apr/May 2017)

Vi)
X =—> () =

hy(f)  — Y(1)

Fig. 1

13. The amplitude modulated signalis defined as X, (1) = Am(z) cos (w £ +0) where m(%) is
the baseband signal and A cos (.. +0) is the carrier. The baseband signal m(7) is modeled
as a zero mean stationary random process with the autocorrelation functionR _( ) and the
PSD G (/). The carrier amplitude A and frequency o, areassumed to be constant and the
initial carrier phase @ is assumed to be random uniformly distributed in the interval (-, ) .
Furthermore, m(7) and @ are assumed to be independent.

(i) Show that X, (?) is Wide Sense Stationary
(ii) Find PSD of X (7). (Apr/May 2017)
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